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Abstract: To achieve effective monitoring of nonlinear multimodal processes, this paper proposed a fault detection
method based on the double local neighborhood standardization and local outlier factor (DLNS-LOF). Firstly, the
DLNS technology was adopted to standardize each sample by using the mean value and standard deviation of the
embedded local neighborhood set. Secondly, the LOF method was used to detect faults in the process data. DLNS
can transform multimodal process data with nonlinear characteristics into single-mode data that approximately obeys
a standard normal distribution and separates online fault samples, significantly improving the fault detection
capability of the LOF method. The experiments on a numerical simulation process and the penicillin fermentation
process show that the DLNS-LLOF method has a good performance.
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Fig. 3 Fault detection diagrams

M 3 7] LLE H, DLNS-LOF J7 2 B 1 e df s B A D 45 21 . ks 1.2 F0 3 Bf TR S — i s
Wl o L B R A 5 )1 R AR ) BE RS A DI R R AR ] B S KN . LOF J5 325 7 b 3 0 288 ik B e
S A A 8 T 04 A 1 T A N A U S G AR AR AR R BE S AR L BE AR RE AR I B, R
R W = S N BT Y 2 S N R T PPN o 7 R R 0 = B e e S R e N W B B A D S



105 37 A5 A+ i AT SR AR VT FY) SR 10 v T AT T e e A ) Ty 12k

+ 137 -

WU AR

WCRE 4 TN 5 FE I 2R 4R A0 3T 41 ARR AR TR T RS L FL Y (000 1) 55 1 M0 R AR B9 A A TR Db B 4
5 28 LNS bRl b B 9688 3h 1) J5 5 BT R A IE B REA L & 4o BizR . i DLNS 3@ i3 F) F i &
T AR 18 24 FBR o 22 AT AR MEAL L 3R B0 1 DRI SRR AR AR A T B0 D 22 L DA T AT 8053 9 O 4 R 5, 4
Bl 4(b) FrR . LNS-ANN FEAL B LNS F3#EAL S A9 BCHE B, B T 0B 4 1 5 530 SRFEAS 1 5 85 R IE 8 FF A AH
L BT A s 4 F1 5, T LOF 7403 DLNS J& A9 808 B, 1F 5 B A FE I 2R 48 vh 3l S8 AR AR 1) 4 %% 1%
HH G ER/NMET . GHEEE T 1. WEREARTENGE LA HEFE LA GEERNZ, H i

Gt R E AR T 1. % DLNS-LOF G K 1 Br A il A A

&

150 - fE—milggE + B milgE
* R EE < RS
10}
5 6 9
By 0r
5l g
2
“10t 8
,15 =
~100-80 —60 —40 —20 0 20 40 60
xl
(a) LNS

80 100

25
cRE—gGE  + BREEZNII%GE
20+ * MRS < RS
15}
10} Y 6
5l 9
By 5
0 ] 5
-5t 2
“10}
-15¢ 8
20
~120-100 -80 -60 40 20 0 20 40 60 80

4 LNS 71 DLNS 533 R EiE 8 = B & =
Fig. 4 Spatial scatterplots of process data after LNS and DLNS
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Fig. 5 Spatial scatterplot of variables 1,2 and 3 in process data
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